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1 Introduction

It is well-known that the Norwegian mathematician Axel Thue (1863–1922)
was the first to explicitly construct and study the combinatorial properties of
an infinite overlap-free word over a 2-letter alphabet, obtained as the fixpoint
of the morphism µ : {a, b}∗ → {a, b}∗ defined by µ(a) = ab; µ(b) = ba:

µ(m) = m = abbabaabbaababba · · · .

For a modern account of his papers, see Berstel [2]. Rediscovered by M. Morse
in 1921 in the study of symbolic dynamics, this overlap-free word is now called
the Thue-Morse word.

Here, we study a family T of generalized Thue-Morse words for which we
compute the critical exponent (i.e., the largest fractional power of a factor) and
we determine the occurrences of all factors realizing it.

Let us mention that the notions of ‘fractional power’ and ‘critical exponent’
have received growing attention in recent times, especially in relation to Stur-

mian and episturmian words; see for instance [3, 4, 6, 9, 10, 11, 12, 14, 16].
Our main results are as follows. Let t ∈ T be a generalized Thue-Morse

word.

Theorem 1. The critical exponent of t is given by

E(t) =







∞ if m | (b − 1),
2b/m if m ∤ (b − 1) and b > m,

2 if b ≤ m.
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Theorem 2. Suppose t is aperiodic. If w is a critical factor of t of length

ℓ = Nbi such that b ∤ N , then the set of positions at which w occurs in t is






biA if b > m,

biBN if b ≤ m and (b, m) 6= (2, 2),
bi(B1 ∪ C) if (b, m) = (2, 2),

where A, BN and C are defined in Section 4.

2 Preliminaries

A word u is a factor of w if u = wi · · ·wj for some i, j with i ≤ j, in which
case we say that (u, i, j) is an occurrence of u in w. In other words, i is the
beginning index and j is the ending index where u appears as a factor of w. If
u is a factor of w such that u 6= w it is called proper. Furthermore, u is called
a prefix of w if i = 0, and a suffix of w if j = |w| − 1. The set of all factors of a
word w is denoted by F (w).

A word of the form w = (uv)nu is written as w = zr, where z = uv and
r := n + |u|/|z|. The rational number r is called the exponent of z, and w is
said to be a rational power. For example, the word

cab abbacc abbacc abb bca

contains a factor which is a 5
2 -power. Note that a rational power zr is well-

defined only if r · |z| is a non-negative integer.
For any factor w of an infinite word x, the index of w in x is given by the

number
Index(w) = sup{r ∈ Q : wr ∈ F (x)},

if such a number exists; otherwise, w is said to have infinite index in x. The
critical exponent E(x) of an infinite word is

E(x) = sup
w∈F (x)

Index(w).

It may be finite or infinite. A factor w is a critical factor of x if its index realizes
the critical exponent, that is, when Index(w) = E(x).

A morphism is a function ϕ : Σ∗ → Σ∗ such that ϕ(uv) = ϕ(u)ϕ(v), and for
each letter a ∈ Σ, ϕ(a) is called a block.

Generalized Thue-Morse words

There exist many generalizations of the Thue-Morse word. Here, we introduce
a morphism based formulation which is more convenient.

Definition 3. Let b ≥ 2, m ≥ 1 be integers, Σ an alphabet of m letters,

σ : Σ → Σ a cyclic permutation and µ : Σ∗ → Σ∗ the morphism given by

µ(α) =
b−1
∏

i=0

σi(α) = σ0(α)σ1(α)σ2(α) · · ·σb−1(α).
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Then the generalized Thue-Morse word t, beginning with ᾱ ∈ Σ, is the infinite

word given by t = µω(ᾱ) = limn→∞µn(ᾱ).

Hereafter, we study the family T of generalized Thue-Morse words t, for all
b ≥ 2 , m ≥ 1 and ᾱ ∈ Σ.

Remark 4. The n-th letter of t is t[n] := σsb(n)(ᾱ) where sb(n) denotes the
sum of the digits in the base b representation of n ∈ N.

Example 1. Let b = 5, m = 3, Σ = {△,♦,♥} and σ : △ 7→ ♦ 7→ ♥ 7→ △.
This gives the following morphism µ(△) = △♦♥△♦, µ(♦) = ♦♥△♦♥ and
µ(♥) = ♥△♦♥△. By fixing ᾱ = ♦, we obtain the following generalized Thue-
Morse word t = µω(♦) = ♦♥△♦♥♥△♦♥△△♦♥△♦♦♥△♦♥ · · · .

Example 2. With Σ = Zm, σ(i) = (i+1) mod m and ᾱ = 0, Remark 4 implies
that

t[n] = σsb(n)(0) = sb(n) mod m, (1)

which is the case proposed by Allouche and Shallit [1].

Note that words in T , up to a relabeling of the letters, are those given in
Equation (1). Our definition avoids modular arithmetic on integers, and simpli-
fies proofs by using the combinatorial properties of T instead. For that purpose,
we say that a word w = w0w1 · · ·wℓ−1 ∈ F (t) is called σ-cyclic if wi = σ(wi−1)
for 1 ≤ i ≤ ℓ − 1, or equivalently, if wi = σi(w0) for 0 ≤ i ≤ ℓ − 1. As a
consequence, blocks of t are σ-cyclic.

The following technical lemmas are useful.

Lemma 5. [8, 15] The word t is periodic if and only if m | (b − 1). More

precisely, if t is periodic then

t =

[ m−1
∏

i=0

σi(ᾱ)

]ω

.

Lemma 6. Let w be a σ-cyclic factor of t of length ℓ. If there exists an occur-

rence of w overlapping three consecutive blocks, then t is periodic.

Lemma 7. Let w = w0w1 · · ·wℓ−1 be a factor of t such that b ∤ ℓ.

i) If wp occurs in t where p is any prefix of w, then p is σ-cyclic.

ii) If we occurs in t for some rational e > 2, then we is σ-cyclic.

Lemma 8. Suppose t is aperiodic. If w is a factor of t of length ℓ ≥ b with

b ∤ ℓ, then Index(w) ≤ 2.
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3 Critical exponent

The next three lemmas allow us to consider particular occurrences of factors
of t. Let (w, i, j) be an occurrence of w in t. We say that (w, i, j) is left-

synchronized if b | i. Similarly, (w, i, j) is called right-synchronized if b | (j + 1).
Finally, we say that (w, i, j) is synchronized if it is both left-synchronized and
right-synchronized.

Lemma 9. Let w = w0w1 · · ·wℓ−1 be a factor of t such that b | ℓ. Moreover,

let (ww0, bq + r, j) be an occurrence of ww0 in t, where q, r ∈ N, 0 ≤ r < b.
Then there exists a suffix s of w such that (sww0, bq, j) is left-synchronized.

Lemma 10. Let w = w0w1 · · ·wℓ−1 be a factor of t such that b | ℓ and let

(wℓ−1w, i, j) be an occurrence of wℓ−1w in t. Then there exists a prefix p of w
such that (wℓ−1wp, i, j + |p|) is right-synchronized.

Lemma 11. Let w be a word of length ℓ such that b | ℓ and suppose we occurs

in t for some rational e > 1. Then there exists a word x of length ℓ and a

rational f ≥ e such that both x and xf have a synchronized occurrence in t.

The next lemma deals with factors w of t of length ℓ not divisible by b.

Lemma 12. Suppose t is aperiodic and let w be a factor of t of length ℓ such

that b ∤ ℓ. Then

Index(w) ≤

{

2b/m if b > m,
2 if b ≤ m.

Note that since t is a fixpoint of a uniform non-erasing morphism, it follows
immediately from Krieger’s results in [12] that the critical exponent of t is either
infinite (if t is periodic) or rational. The proof of Theorem 1 is then obtained
by induction and uses the previous lemmas.

4 Occurrences of critical factors

Here, we assume that t is aperiodic, i.e., m ∤ (b−1), and denote by e the critical
exponent of t. We say that b > m is the overlap case and that b ≤ m is the
square case . We describe now the positions and the lengths of all critical factors
of t.

Lemma 13. Let w be a critical factor of t of length ℓ. Then, the following

properties hold.

i) µ(w) is a critical factor of t.

ii) If b | ℓ, then µ−1(w) is a critical factor of t.

In view of Lemma 13, it is enough to consider only the case b ∤ ℓ when
describing the positions of critical factors in t.

Lemma 14. Let w be a critical factor of t of length ℓ such that b ∤ ℓ.
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i) In the overlap case, ℓ = m and we = β1β2, where β1, β2 are two consecu-

tive blocks.

ii) In the square case, write w2 = w(1)w(2). Then w(2) occurs at the beginning

of a block.

It has already been noticed that squares of certain factors of length 3 appear
in the Thue-Morse word. See [5] for example. The following lemma proves the
uniqueness of this fact.

Lemma 15. The Thue-Morse word m is the unique word in T containing a

critical factor w of length ℓ > b such that b ∤ ℓ. Moreover, ℓ = 3.

We now state the following lemma which is a more general result than Lemma
5 in [1].

Lemma 16. Let k, N ∈ N+ be such that b ∤ k and 1 ≤ N < b. Then,

sb(kbq − N) − sb(kbq) = q(b − 1) − N for any q ∈ N+.

From Bezout’s Identity, we know that for any x, y ∈ Z there exist s, t ∈ Z
such that gcd(x, y) = sx + ty where s can be chosen positive. We suppose
gcd(x, y) | p and we define

Sp
x,y = {s ∈ N+ | p = sx + ty, t ∈ Z}.

Moreover, let us define the following three sets :

A =
{

kbq − b | b ∤ k, k ∈ N+ and q ∈ Sm
b−1,m

}

,

BN =
{

kbq − N | b ∤ k, k ∈ N+ and q ∈ SN
b−1,m

}

,

C = (8 · B1 + 3) ∪ (8 · B1 + 7).

Lemma 17. Let w be a critical factor of t of length ℓ such that b ∤ ℓ. Then,

the set of positions at which w occurs in t is

A if b > m,

Bℓ if b ≤ m and (b, m) 6= (2, 2),
B1 ∪ C if (b, m) = (2, 2).

The proof of Theorem 2 follows easily from Lemmas 13 and 17. From
Lemma 17, we obtain the following easy fact that generalizes Theorem 7(a) in [1],
stating that t contains the square of a single letter if and only if gcd(b−1, m) = 1.

Corollary 18. In the square case, there exists a critical factor of t of length ℓ
with b ∤ ℓ if and only if gcd(b − 1, m) | ℓ.

Proofs of all results are available upon request to the authors and will appear
in an extended version. The authors wish to thank S. Brlek and A. Glen for
the fruitful discussions that arose during the seminar course held in the Win-
ter semester 2007, in which they enthusiastically motivated students to study
combinatorics on words.
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